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Figure 1. We present SuperGSeg, a novel method that clusters similar Gaussians into superpoint-like representations, termed Super-
Gaussians. By leveraging Super-Gaussians, our approach effectively integrates diverse feature fields to achieve a comprehensive un-
derstanding of 3D scenes. SuperGSeg supports a wide range of functionalities, including open-vocabulary semantic segmentation, both
promptable and promptless instance segmentation, and finer-grained hierarchical segmentation.

Abstract

3D Gaussian Splatting has recently gained traction for
its efficient training and real-time rendering. While the
vanilla Gaussian Splatting representation is mainly de-
signed for view synthesis, more recent works investigated
how to extend it with scene understanding and language
features. However, existing methods lack a detailed com-
prehension of scenes, limiting their ability to segment and
interpret complex structures. To this end, we introduce Su-
perGSeg, a novel approach that fosters cohesive, context-
aware scene representation by disentangling segmentation
and language field distillation. SuperGSeg first employs
neural Gaussians to learn instance and hierarchical seg-
mentation features from multi-view images with the aid of
off-the-shelf 2D masks. These features are then leveraged to
create a sparse set of what we call Super-Gaussians. Super-
Gaussians facilitate the distillation of 2D language features

†Equal contributions.

into 3D space. Through Super-Gaussians, our method en-
ables high-dimensional language feature rendering without
extreme increases in GPU memory. Extensive experiments
demonstrate that SuperGSeg outperforms prior works on
both open-vocabulary object localization and semantic seg-
mentation tasks. Please visit our project for more results.

1. Introduction
3D Gaussian Splatting (3DGS) [1] has rapidly gained
recognition in novel view synthesis over NeRF [2] for its
efficient training, real-time rendering, and explicit point-
based representation. These attributes make 3DGS well-
suited for a broad range of applications, such as 3D re-
construction [3–5], content generation [6], and scene un-
derstanding [7–11]. A particularly promising direction in-
volves extending 3DGS frameworks to open-vocabulary un-
derstanding, empowering the interaction with the rendered
scenes through flexible, language-based queries [12, 13].
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Significant efforts have been made to distill language
features into 3DGS from both 2D [7, 9, 14, 15] and 3D [11]
perspectives. 2D methods achieve this by transferring 2D
language features to 3D through the multi-view consistency
of 3DGS rendering, which is based on an explicit 3D point
representation. To achieve this, they typically reduce the
language feature maps from their original high dimension-
ality (e.g., 512D) to a lower dimension (e.g., 3D) [7] using
an autoencoder or a convolutional network [9]. However,
this dimensionality reduction can result in losing important
information about language features. Another limitation
of this approach is its inability to recognize occluded ob-
jects. OpenGaussian [11] addresses this issue by focusing
on 3D point-level open-vocabulary tasks. By introducing a
coarse-to-fine codebook optimized using masks generated
by SAM [16], OpenGaussian assigns language features to
instance-level Gaussian Splatting, enabling direct language
queries on the 3D point cloud. However, two problems re-
main in OpenGaussian: 1) Only sparse language features
can be queried at the 3D instance level, making pixel-level
semantic segmentation tasks impractical. 2) Its decoupling
of the alpha blending for language queries introduces chal-
lenges due to ambiguities in the language features assign-
ment in regions with overlapping Gaussians, resulting in
unreliable semantic predictions.

In this paper, we present a superpoint-guided language
distillation method to improve fine-grained scene under-
standing in 3D environments. Building on LangSplat [7],
we begin by generating pixel-space masks using an off-the-
shelf segmentation model but move beyond fixed granu-
larities, incorporating multi-level masks for enhanced de-
tail capture in both instance and part segmentation. Our
approach assigns each Gaussian instance and part features
through contrastive learning [17], translating 2D segmenta-
tion insights into 3D. Inspired by Super points, we cluster
Gaussians into Super-Gaussians based on spatial and in-
stance characteristics, allowing for robust scene represen-
tation. By assigning high-dimensional language features to
each Super-Gaussian, we support detailed, comprehensive
scene understanding without loss of language information,
enhancing structural integrity in complex scenes.

The main contributions of this paper are summarized as
follows:
• We propose SuperGSeg: a 3D segmentation method with

neural Gaussians, designed to learn hierarchical instance
segmentation features from 2D foundation models.

• We introduce the concept of Super-Gaussian, a novel
representation that integrates hierarchical instance seg-
mentation features, enabling the embedding of high-
dimensional language features. This approach addresses
previously unfeasible challenges in representing complex
scenes with rich semantic details.

• Extensive experiments on the LERF-OVS and ScanNet

datasets demonstrate the effectiveness of the proposed
method, achieving significant improvements in open-
vocabulary 3D object-level and scene-level semantic seg-
mentation, with particular strength in capturing fine-
grained scene details and dense pixel semantic segmen-
tation tasks for the first time.

2. Related Work
3D Gaussian Splatting Neural Radiance Fields (NeRF) [2]
combines neural implicit representations with differentiable
volumetric rendering. In recent, 3D Gaussian Splatting
(3DGS) [1] introduced a new explicit representation of 3D
scenes via a set of 3D Gaussians. By optimizing their posi-
tion and appearance, it leads to higher-quality renderings in
real-time. Building on 3DGS, many recent works have fo-
cused on either enhancing the rendering quality [15, 18, 19]
or the reconstruction performance [3–5]. While these ap-
proaches offer advantages in small-scale scenes, they tend
to excessively expand Gaussian blobs to fit all training
views, leading to redundancy and limiting scalability in
complex, large-scale scenes. To overcome this, Scaffold-
GS [20] introduced a hierarchical, region-aware 3D scene
representation using anchor points, each linked to neural
Gaussians with learnable offsets and attributes (opacity,
color, rotation, scale) based on anchor features and view.
The proposed SuperGSeg builds upon Scaffold-GS repre-
sentation and brings it to a new level by embedding seman-
tic and language features. Unlike prior works, this enables
the query of the 3D scene via language and performs 3D
semantic segmentation.

Open-Set Segmentation LERF [21] and related meth-
ods [22–24] embed language features [12] into 3D space
to enable interactive open-vocabulary segmentation. How-
ever, since these language features are trained on full im-
ages without explicit boundary guidance, they often yield
noisy segmentation boundaries and lack the ability to dis-
tinguish between instances due to missing instance-level su-
pervision. SPInNeRF [25] addresses this by initializing 2D
masks via video segmentation and lifting them into 3D with
a NeRF [2], followed by multi-view refinement to achieve
consistent 3D segmentation. Similarly, SA3D [26] intro-
duces an online interactive segmentation method that prop-
agates a SAM [16] mask into 3D and across other views
iteratively. However, these approaches are sensitive to the
choice of reference view and struggle with complex cases
involving severe occlusions. OmniSeg3D [27] is a universal
segmentation method that transforms inconsistent 2D seg-
mentations into a globally consistent 3D feature field. It
employs a hierarchical representation and contrastive learn-
ing framework, enabling robust hierarchical 3D understand-
ing and high-quality object segmentation. However, Om-
niSeg3D builds upon NeRF, which requires longer training
and does not integrate language features.
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Figure 2. SuperGSeg Overview. We initialize the 3D Gaussians from a sparse set of anchor points, each generating k Gaussians with
corresponding attributes. First, we train the appearance and segmentation features using RGB images and segmentation masks generated
by SAM [16]. Next, we use the segmentation features and their spatial positions to produce a sparse set of Super-Gaussians, each carrying
a 512-dimensional language feature. Finally, we train this high-dimensional language feature using a 2D feature map from CLIP [12].

3D Open-Vocabulary Understanding The significant
advancements in universal 2D scene understanding, pio-
neered by SAM [16] and its variants, have motivated the
exploration of integrating semantic features into 3D scene
representations. Methods have been developed to incor-
porate language features of CLIP [12] or DINO [28] fea-
tures into NeRF-based representations[21]. The success
of 3DGS in novel view synthesis has inspired further re-
search into extending its utility across diverse tasks. For
example, LangSplat [7] employs a scene-wise language au-
toencoder to learn scene-specific language features, pro-
viding clear object boundary distinctions in rendered fea-
ture images. Feature3DGS [9] introduces a parallel, N-
dimensional Gaussian rasterizer to distill high-dimensional
features for tasks such as scene editing and segmenta-
tion. To achieve cross-view consistency of 2D mask pre-
dictions, Gaussian Grouping [10] performs joint 3D recon-
struction and segmentation of open-world objects, guided
by SAM-based 2D mask predictions and 3D spatial con-
straints. However, they all failed to perform 3D language
queries. OpenGaussian [11] enhances 3DGS for open-
vocabulary understanding at the 3D point level. Associat-
ing high-dimensional, lossless CLIP features with 3D Gaus-
sians enables consistent learning and distinctive features
across and within objects. However, OpenGaussian de-

couples a language codebook from the Gaussian Splatting
model, making it challenging to render per-pixel 2D lan-
guage feature maps. In contrast, our method leverages both
hierarchical and instance features from 2D inputs, integrat-
ing them into the rasterization pipeline to render per-pixel
features. Additionally, we train a Super-Gaussian language
field that incorporates both segmentation information and
the geometric distribution of 3D Gaussians, achieving im-
proved 3D segmentation and localization results.

3. Method

In this work, we present a novel framework for 3D scene re-
construction and understanding, named SuperGSeg. Start-
ing with the structured Neural Gaussians (Section 3.1), we
assign an instance feature and a hierarchical feature to each
neural Gaussian to capture essential attributes related to se-
mantic properties of the scene (Section 3.2). These features,
combined with the spatial characteristics of each Gaussian
point, are then used to learn the Super-Gaussians through
an online point clustering method (Section 3.3). We design
this over-segmented Super-Gaussian representation to facil-
itate learning fine-detailed language features (Section 3.4),
effectively bridging the gap between spatial precision and
semantic richness.



3.1. Neural Gaussian Splatting

3D Gaussian Splatting (3DGS) [1] employs a set of 3D
points to effectively render images from given viewpoints,
each characterized by a Gaussian function with 3D mean
µi ∈ R3 and covariance matrix Σi ∈ R3×3:

oi(x) = αi ∗ exp
(
−1

2
(x− µi)

TΣ−1
i (x− µi)

)
. (1)

Given a 3D position x, oi(x) represents current contribu-
tion by the i-th Gaussian weighted by its opacity αi. To
facilitate optimization, Σi is factorized into the product of
a scaling matrix Si, represented by scale factors si ∈ R3,
and a rotation matrix Ri encoded by a quaternion qi ∈ R4:

Σi = RiSiS
T
i R

T
i . (2)

3D Gaussians are then projected onto a 2D image plane ac-
cording to elliptical weighted average (EWA) [29] to render
images for given views. Color map Ĉ(u), feature maps
Ĝ(u) or Ĥ(u) at pixel u is rendered by N projected and
ordered Gaussians using point-based α-blending:

{Ĉ, Ĝ, Ĥ}(u) =
∑
i∈N

Tioi{ci, gi,hi}, (3)

where Ti =
∏i−1
j=1(1− oj), ci is the color vector, and gi,hi

are instance feature and hierarchical feature vector assigned
to i-th Gauassian.

Assigning each Gaussian with high-dimension features
is inefficient. Instead, we apply neural Gaussian as
Scaffold-GS [20] by voxelizing the input point cloud
to a sparse set of anchor points, where each anchor is
parametrized with a 3D position x, a geometry feature
fg ∈ R32 and a segmentation feature fs ∈ R32 (Sec-
tion 3.2). The geometry feature fg of each anchor is then
passed through several multi-layers perceptrons (MLPs)
{Fα, Fc, Fq, Fs} to spawn the attributes of k predicted
Gaussians {(α, c, q, s)i|i = 0, ...k−1}, respectively. While
the segmentation feature fs predicts additional instance and
hierarchical feature {(g,h)i|i = 0, ...k− 1} for each Gaus-
sian via MLP {Fg, Fh}. The 3D means of neural Gaussians
are calculated as:

{µ0, ...,µk−1} = x+ {O0, . . . ,Ok−1} · l, (4)
where x is the position of the anchor and l the scaling factor
associated with that anchor, while {O0, . . . ,Ok ∈ Rk×3}
are the learnable offsets.

3.2. Segmentation Feature Field Distillation

SAM Mask Processing. Given an image, SAM [16] can
generate a set of 2D binary segmentation masks, denoted
as Msam = {Mm ∈ RH×W | m = 1, . . . , |Msam|}.
However, these masks lack inherent multi-view consistency,
leading to ambiguous instance information across different
views. In particular, overlapping masks within Msam can
result in pixels that belong to multiple masks simultane-
ously. This ambiguity undermines the hierarchical struc-
ture, making it challenging to distinguish distinct parts and
model their relationships effectively.

To address this issue, we adopt a hierarchical representa-
tion [27]. Starting with dividing any overlapping regions
in Msam into distinct patches, denoted as Phier. Each
patch represents a group of pixels that share the same set of
overlapping masks. This approach assigns each pixel to a
unique patch, ensuring non-overlapping segmentation. We
then construct a correlation matrix between these patches.
For each pair of patches Pi and Pj , we define their correla-
tion as the number of masks that cover both patches:

|Msam|∑
m=1

1(Pi ⊆ Mm) · 1(Pj ⊆ Mm). (5)

The more shared masks, the stronger the correlation be-
tween the two patches. In contrast, if two patches do not
share any masks, their correlation is zero. We further group
the patches into non-overlap instance masks Mins.

Instance and Hierarchical Feature Field Previous
methods [7, 8] focus on a single level of granularity, and
extending this to learn multiple feature fields simultane-
ously at different levels is challenging due to the high mem-
ory demands. Ours addresses this by efficiently learning
both instance- and hierarchical-level feature fields, enabling
comprehensive scene understanding and reconstruction.

To distill both instance and hierarchical feature fields,
we first decode the segmentation feature fs of each an-
chor into k instance features g and k hierarchical features
h. Given a camera view, the current instance feature map
Ĝ ∈ R16×H×W and the hierarchical feature map Ĥ ∈
R16×H×W can be rendered following the spawning of at-
tributes and the 3D Gaussian rasterization process defined
in Section 3.1.

To supervise the instance and hierarchical feature field
and maintain the multi-view consistency, we employ con-
trastive learning following OmniSeg3D [27]. For instance-
level contrastive learning, features within the same instance
mask should be similar, whereas features belonging to dif-
ferent instance masks should be distinct. For instance mask
p, its set of rendered instance features is {gp}, and the mean
feature is ḡp. The contrastive loss Lp,t(r) between the in-
stance mask p and r, calculating with t-th features in set
{gp} is defined as:

Lp,t(r) = − log
exp(gpt · ḡr/τr)∑|Mins|

q=1 exp(gpt · ḡq/τq)
, (6)

where τ is the temperature of the contrastive loss. Which
gives the instance feature loss:

Lg =
1

|Mins|

|Mins|∑
p=1

|{gp}|∑
t=1

Lp,t(p). (7)

and the hierarchical feature loss [27] can be written as:

Lh =

|Phier|∑
p=1

dpmax∑
d=1

Lp,d, (8)



Lp,d =
λd−1

|Rp
d|

|{hp}|∑
t=1

∑
r∈Rp

d

max
(
Lp,t(r),Lp,tmax(d− 1)

)
,

(9)
where λd−1 is a hyperparameter, Rp

d represents the patch
index set at level d of patch p, and r ∈ Rp

d refers to a
patch at level d. The maximum loss at level d ensures that
the contrastive loss between the pixel feature t and patches
with higher correlation (lower d) is always smaller than for
patches with lower correlation [27]:

Lp,tmax(d) = max
r∈Rp

d

Lp,t(r). (10)

The overall loss for the first stage is:

Lstage1 = Lc + λgLg + λhLh. (11)

with Lc as L1 loss between rendered and GT RGB im-
ages.

3.3. Feature Distillation with Super-Gaussian

Optimizing language features for each Gaussian [7–9] can
lead to semantic inconsistencies within objects, especially
when occluded. Averaging language features across view-
points introduces conflicting supervision signals, resulting
in noisy feature distillation. To address this, we propose
the Super-Gaussian (SuperG), a sparse scene representation
with high-dimensional language features enabling efficient
feature distillation.

Super-Gaussian Initialization. To initialize the Super-
Gaussians, we apply the Farthest Point Sampling (FPS) al-
gorithm. We initialize S Super-Gaussians, each with an
initial coordinate x̂s, a segmentation feature f̂s and a ge-
ometry feature f̂g . For i-th anchor, we compute its near-
est k Super-Gaussian as set Ni. The association proba-
bility [30, 31] between the i-th anchor and the j-th Super-
Gaussian (j ∈ Ni) is computed as:

Aij = Fsg

(
ϕ(xi, x̂j) ∥ φ(fsi , f̂sj ) ∥ ψ(f

g
i , f̂

g
j )
)
, (12)

where ϕ, φ, and ψ are functions for weighting the rele-
vancy. For instance, ϕ(xi, x̂j) is defined as:

ϕ(xi, x̂j) = Fϕ(xi − x̂j), (13)

The weighting function ϕ computes the weight of the Su-
perG based on the difference in position between an anchor
and the SuperG. Similarly, φ and ψ compute weights based
on segmentation and geometry features distance, respec-
tively. These weights are concatenated and used as input to
the final SuperG prediction MLP, Fsg . The anchor-SuperG
association Aij is then normalized using softmax.

Super-Gaussian Update. We iteratively update the j-
th SuperG based on the latest normalized association map
A ∈ RN×k, N is the number of anchors. Its position is
computed as the normalized weighted sum of the anchor
points influencing it:

x̂j =
1∑n

j=i I(j ∈ Ni)Aij

N∑
i=1

I(j ∈ Ni)Aijxi. (14)

The average anchor segmentation features and geometry
features of each SuperG are updated similarly.

We apply a reconstruction loss to reconstruct the anchor
attributes based on the current SuperG attributes and their
assignments, minimizing the difference between the recon-
structed attributes and the original ones:

Lrecon,x =
1

N

N∑
i=1

∥xi,
∑
j∈Ni

Aijx̂j∥. (15)

However, the reconstruction loss alone cannot guaran-
tee that the Super-Gaussians remain compact. Anchors be-
longing to the same Super-Gaussian could be close in the
instance feature space while being spatially distant, particu-
larly when two instances never appear together in the same
view to be optimized by the contrastive loss. To address this
issue, we apply this compactness loss:

Lcompact,X =
1

S

S∑
j=1

∥Xj − x̂j∥, (16)

where x̂j refers to the position of each SuperG, and Xj rep-
resents the set of coordinates of anchors that have the j-
th SuperG as their neighbor. Note that during this stage,
we optimize only the Super-Gaussian association modules
while keeping the anchor positions and features fixed.

3.4. Language Field Distillation

A learnable latent language feature vector f̂ l ∈ R32 is as-
signed to each SuperG, then is passed through a language
decoder FL together with its coordinate x̂s ∈ R3 to map to
a CLIP analogous language feature l̂s = FL(f̂

l, x̂s). We
convert the soft association map Â ∈ Rn×k into a hard
assignment map Ā ∈ Zn. The rasterizer is modified to
render the 512D language feature map L̂ using the SuperG
language features and the assignment map. We freeze all
other MLPs and properties, optimizing only the latent lan-
guage feature vector per SuperG, along with the language
decoder, using a cosine similarity loss with the 2D CLIP
feature extracted for each instance mask L.

Llang = 1− cos(L̂,L). (17)

4. Experiments
4.1. Experimental Setup

Datasets. We evaluate our method on the open-vocabulary
novel view semantic segmentation and object selection
tasks on the ScanNet v2 [32] and LERF-OVS [7] datasets.
ScanNet v2 [32] includes posed RGBD images and 2D
semantic labels of indoor scenes. We randomly select 8
scenes from the entire scene sequence. These include a
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Figure 3. Qualitative comparison on the 4 scenes of the LERF-OVS dataset [21] for the open-vocabulary 3D object selection task. The
proposed SuperGSeg is compared with OpenGaussian [11]. Text queries for each scene are displayed in quotation marks. SuperGSeg
delivers more precise and less noisy segmentation masks.
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Figure 4. Qualitative comparison of semantic segmentation predictions on the ScanNet v2 dataset [32].
variety of indoor environments, e.g., living rooms, bed-
rooms, kitchens, and offices. For each scene, we split the
data into a training set (composed of every 20th image
from the original sequence) and a test set (derived from

the intermediate images between the training set samples).
For semantic segmentation, we specifically use the 20 ob-
ject categories. LERF-OVS is an extension of the LERF
dataset [7], which consists of complex in-the-wild scenes



mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc
Method mean wall floor cabinet table desk curtain

LEGaussians [8] 8.7 33.2 17.9 53.1 14.6 20.6 2.7 18.6 0.0 0.0 0.5 13.5 1.9 10.4
OpenGaussian [11] 24.1 68.7 13.4 96.6 31.2 74.4 0.3 22.9 0.1 1.0 30.6 35.6 17.7 79.2
LangSplat [7] 27.6 48.3 45.3 72.6 43.3 45.6 24.8 56.7 21.9 87.4 0.1 6.4 46.8 66.5
SuperGSeg [ours] 54.7 74.7 58.8 92.9 53.6 86.5 69.8 83.8 35.7 54.8 15.0 16.7 61.8 64.5

toilet counter refrigerator chair sink window door

LEGaussians [8] 13.7 16.3 10.7 27.0 9.0 74.3 0.4 28.7 0.3 0.4 0.0 44.4 1.4 4.7
OpenGaussian [11] 73.0 98.4 3.0 9.3 88.0 98.3 36.5 83.4 3.0 3.7 75.0 88.8 75.4 97.0
LangSplat [7] 0.1 5.4 10.7 34.7 0.7 33.3 18.0 48.5 0.0 0.0 0.0 0.1 55.6 66.3
SuperGSeg [ours] 26.9 26.9 14.0 59.1 79.4 80.2 80.4 83.8 11.7 12.0 54.7 77.0 58.2 58.3

Table 1. Comparison of mIoU and mAcc for various methods on each class of the ScanNet v2 dataset [32].

mean figurines teatime ramen waldo kitchen
Method mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc

LangSplat [7] 9.66 12.41 10.16 8.93 11.38 20.34 7.92 11.27 9.18 9.09
LEGaussians [8] 16.21 23.82 17.99 23.21 19.27 27.12 15.79 26.76 11.78 18.18
OpenGaussian [11] 38.36 51.43 39.29 55.36 60.44 76.27 31.01 42.25 22.70 31.82
SuperGSeg [ours] 35.94 52.02 43.68 60.71 55.31 77.97 18.07 23.94 26.71 45.45

Table 2. 3DGS-based open-vocabulary semantic segmentation comparison on the LERF-OVS dataset [7].
captured with consumer-level devices. LERF-OVS is anno-
tated with ground truth masks for textual queries to enable
open-vocabulary 3D semantic segmentation and object lo-
calization.

Baselines and Metrics. For baselines, we compare
our method with three recent Gaussian Splatting-based ap-
proaches: LangSplat [7], Legaussian [8], and OpenGaus-
sian [11]. For the open-vocabulary object selection task,
we use a similar strategy as [11]. We first group Super-
Gaussians into class-agonistic instances and then perform
text queries in 3D space. The queried Super-Gaussians vote
for corresponding instances, which are rendered into 2D
query masks. For the open vocabulary semantic segmen-
tation task, we query the text prompts based on the class
names and compute the cosine similarities with the learned
feature maps, as described in [9], to generate the predicted
semantic maps. We then evaluate the results by calculating
the mean Intersection over Union (mIoU) and mean accu-
racy (mAcc) for 20 classes from the ScanNet dataset.

Implementation Details. We use the SAM ViT-H model
to generate 2D masks from input images and then extract
language features for each instance mask using the Open-
CLIP ViT-B/16 model following [7]. The training process
is divided into three stages. In the first stage, we train the
Scaffold-GS [20] with instance and hierarchical feature at-
tributes for 30k iterations. In the second stage, we freeze
the geometry and multi-granularity features network from
stage one and train only the SuperG clustering network for
another 30k iterations. Finally, in the last stage, we freeze
all other parameters and optimize the language features for
each SuperG for 10k iterations. We use Adam [33] opti-

mizer for the MLPs with an initial learning rate of 0.01 and
an exponential annealing schedule of 0.001 as in [34].

4.2. Results on the ScanNet Dataset

Quantitative Results. As shown in Table 1, it is evident
that SuperGSeg outperforms all other methods, achieving
an impressive mean mIoU and mAcc. These results demon-
strate the effectiveness of our method in capturing the open
vocabulary semantic information of the scene, yielding su-
perior performance in a variety of object categories. In con-
trast, LEGaussian [15] achieves significantly lower scores,
with mIoU and mAcc, respectively. This highlights the
limited ability of LEGaussian to generalize across multi-
ple object categories, with particularly poor performance on
more complex objects such as desks and toilets. Similarly,
LangSplat [7] also demonstrates fair performance, indicat-
ing that while it performs better than LEGaussian, it still
struggles with diverse object categories. OpenGaussian [11]
shows a mixed performance, with relatively high mIoU and
mAcc in certain categories, notably wall, floor, and toilet,
but it lags behind SuperGSeg in overall scene understand-
ing. For example, OpenGaussian achieves a high mIoU and
mAcc for the toilet class, but it suffers from poor perfor-
mance on objects like the desk and sink, where it scores
near zero.

Qualitative Results. As shown in Figure 4, our pro-
posed method delivers significantly better masks than prior
works. While OpenGaussian [11] demonstrates competi-
tive performance in 3D object-level semantic segmentation,
it fails in dense pixel-wise semantic segmentation. This is
evident with occlusions due to projections onto 2D-pixel
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Figure 5. Cross-Level and Cross-Frame Segmentation Visualiza-
tion. Our method accurately segments entire objects and individ-
ual finer parts with precise boundaries and 3D consistency.

w/ SuperG w/ ins w/ hier mIoU ↑ mAcc. ↑
10.12 14.49

✓ 12.08 16.95
✓ ✓ 53.91 64.41
✓ ✓ 49.04 66.10
✓ ✓ ✓ 55.31 77.97

Table 3. SuperG ablation study, teatime scene of LERF-OVS.

space. Without alpha blending, the occluded Gaussians can-
not be effectively distinguished from one another. Instead,
LangSplat [7] produces fine border segmentation but of-
ten includes incorrect semantic labels and noisy predictions,
likely due to the lossy encoding of language information.

4.3. Results on the LERF-OVS Dataset

Quantitative Results. Although OpenGaussian attains a
slightly higher mean Intersection over Union (mIoU), Su-
perGSeg surpasses it in mAcc, indicating more consistent
and accurate pixel-wise classification. This suggests that
SuperGSeg’s approach leads to more precise semantic la-
beling overall.SuperGSeg demonstrates robust performance
across different scenes, excelling particularly in complex
environments like figurines and waldo kitchen, where it
achieves the highest mIoU among all methods. While
OpenGaussian performs better in some scenes, SuperGSeg
maintains competitive accuracy, reflecting its strong gen-
eralization capabilities. Overall, the superior mAcc of
SuperGSeg highlights its ability to correctly classify a
higher proportion of pixels. Unlike LangSplat and LEGaus-
sians, which exhibit significantly lower performance, Su-
perGSeg offers substantial improvements, advancing open-
vocabulary semantic segmentation tasks.

Qualitative Results. To illustrate the learned 3D lan-
guage field, we first query the language features in 3D space
and render them to 2D for visualization. As shown in Fig-
ure 3, our method achieves superior 3D localization without
outliers and produces clearer boundaries. In scenes contain-
ing multiple objects, such as knives, OpenGaussian strug-

gles to localize all of them, whereas our method delivers
finer segmentation results. Interestingly, the high-quality
features learned by our SuperGSeg can distinguish the cof-
fee mug from its content and the spoon inside of it. This
demonstrates the effectiveness of our designs, such as the
distillation of fine features into the Super-Gaussians.

Multi-Granularity Segmentation. We demonstrate our
method’s capability to perform multi-granularity segmen-
tation of the 3D scene using click-based visual prompts.
Given a click on a reference image, SuperGSeg queries a
small set of Super-Gaussinans that have the same hierarchi-
cal features as the feature of the query pixel. These Super-
Gaussinans, which correspond to the part selected by the
user, can then be rendered across different views. Further-
more, we use the instance feature of each SuperG to group
into instances, allowing us to query the entire object with
single click on one of its parts. We refer to this as a cross-
level query. The cross-level query can also be performed
top-down, where selecting an object with a single click au-
tomatically reveals its constituent parts.

Ablation Study. We conduct ablation studies on var-
ious components of our proposed method to validate the
advantages of SuperG, as summarized in Table 3. For the
baseline without SuperG, we train the language feature field
using a similar approach described in Section 3.2. Addi-
tionally, we examine how different types of features affect
SuperG learning. Specifically, we evaluate the performance
of grouping SuperG based on anchor point coordinates and
geometric features alone, as well as grouping using either
the instance feature field or the hierarchical feature field
individually. The experimental results reveal that learn-
ing language features per anchor point leads to suboptimal
understanding in 3D space. In contrast, grouping similar
anchors into SuperG significantly enhances performance.
Crucially, both instance and hierarchical features are es-
sential for accurate SuperG assignments. Relying solely
on coordinates and geometric features results in overlap-
ping SuperGs across objects with different semantics, lead-
ing to poor performance. In our complete configuration,
which incorporates both instance and hierarchical features,
we achieve optimal results.

5. Conclusion
This work introduced SuperGSeg, a novel approach for
enhancing 3D scene understanding through a hierarchical,
context-aware representation. Our framework leverages
neural Gaussians to capture hierarchical segmentation fea-
tures, which are then distilled into a sparse set of high-
dimensional Super-Gaussians for advanced language-based
feature rendering. With extensive experiments, we showed
SuperGSeg’s superiority over prior works, thanks to its
high-dimension language feature rendering and enhanced
performance in open-ended 3D language query tasks.



SuperGSeg: Open-Vocabulary 3D Segmentation with
Structured Super-Gaussians

Supplementary Material

In this supplementary document, we provide additional
details about the proposed method. Specifically, We will
first give more details on our Super-Gaussians approach
in Section A, including the concept of superpoints, a de-
tailed design of the Super-Gaussians module, and how this
concept is used for downstream tasks. Then we discuss our
evaluation protocol on the LERF-OVS dataset in Section
B. We further explain additional implementation details on
how to decode features from MLPs and OpenGaussians for
2D open-vocabulary semantic segmentation tasks in Sec-
tion C. In addition, we report more ablation studies on the
hyperparameters of Super-Gaussians in Section D. Finally,
we discuss the limitations of our work and the future work
for improvement in Section E.

A. Concept of Super-Gaussians
Preliminary: Superpoints. The use of superpoints
has been explored in various point cloud tasks, includ-
ing semantic segmentation[30, 35–39], instance segmenta-
tion [39, 40], and object detection [39] and more recently
in dynamic Gaussian Splatting [31]. Superpoints are ef-
fective in these tasks, and they have been used to im-
prove the efficiency and accuracy of point cloud process-
ing. On one hand, superpoints can be generated by ag-
gregating points with similar geometric characteristics [41],
and these superpoints can be used to construct a superpoint
graph [35, 36, 42] which captures the spatial relationships
between different instances. On the other hand, superpoints
can be constructed using semantic information [30, 39]. By
creating an association matrix, SPNet [30] forms super-
points that are distinctive in the semantic feature space. Fol-
lowing this approach, SP-GS [31] introduces superpoints to
over-segment Gaussians within the temporal domain, en-
abling fine modeling of superpoints with dynamic proper-
ties.

In contrast to SP-GS, our method leverages the over-
segmentation property of superpoints to either assign
language features to the fine details of the scene or facilitate
the assignment of high-dimensional language features,
enabling full querying of text prompts.

Module Design. As Figure 7 depicts, our SuperG generat-
ing network consists of four learnable MLPs. More specifi-
cally, inspired by SPNet [30], we implement three mapping
functions Fϕ, Fφ, Fψ as MLPs. Each function is tailored
to a specific difference in attributes, capturing complex and
nuanced information about the relationship between an an-

𝑘 = 3

Instance 1 Instance 2

Part 1

Part 2

Figure 6. Examples of Super-Gaussian graph.

chor and its k-nearest Super-Gaussians independently and
encoding the relevancy of that attribute (coordinate, seg-
mentation, or geometry) for the Super-Gaussian assignment
into a feature embedding. The final MLP Fsg takes the con-
catenation of three embeddings as input to integrate the spa-
tial, semantic, and geometric differences into probabilistic
assignments.

Grouping Super-Gaussians for Instance and Hierarchi-
cal Segmentation. As described in Section 3.3, after
training the Super-Gaussian association modules outlined
above, we generate the predicted soft association map, de-
noted as Â ∈ Rn×k. Each anchor point is assigned to one of
its k-nearest neighbors based on the highest probability, re-
sulting in the hard Super-Gaussian assignment, represented
as Ā ∈ R. The attributes of these Super-Gaussians are then
updated based on the hard assignments by computing the
mean of the attributes of the anchor points assigned to each
Super-Gaussian. These refined Super-Gaussians serve as
the fundamental units for analyzing and interpreting the en-
tire 3D scene.

Specifically, as depicted in Figure 6, we construct a
graph where nodes represent Super-Gaussians. Given an in-
stance similarity threshold τins, we determine that a Super-
Gaussian and one of its k-nearest neighbors belong to the
same instance if their instance feature similarity exceeds
τins. These nodes are then connected by an edge.

Similarly, each instance is further divided into parts by
constructing a Super-Gaussian graph within each instance
and computing its connected components. The connectivity
between nodes is defined based on the hierarchical feature
similarity and a specified threshold τhier. In our implemen-
tation, we set k = 3 for nearest neighbor search, τins = 0.8
for instance segmentation, and τhier = 0.9 for part segmen-
tation.
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Figure 7. Detailed Illustration of Super-Gaussian Updating.

B. Evaluation Details

Evaluation Metrics on the LERF-OVS Dataset We fol-
low OpenGaussian [11] for the evaluation protocol on the
LERF-OVS dataset. For each text query, we directly select
the most relevant 3D Gaussians in 3D space and render the
queried Gaussians into binary masks. The evaluation met-
rics include mIoU, which quantifies the overlap between the
rendered mask and the ground truth object mask for the cor-
responding query, and accuracy, defined as the percentage
of queries achieving an IoU greater than 0.25.

Notably, in our approach, we directly query the relevant
Super-Gaussians instead of calculating relevancy scores and
applying thresholds for each individual Gaussian [7]. This
enables us to implement a unique voting strategy. Specif-
ically, each selected Super-Gaussian votes for its respec-
tive instance. The relevancy score for each instance is then
computed as the ratio of its selected Super-Gaussians to its
total Super-Gaussian count. This allows us to query en-
tire instances by text and render them to 2D binary masks.
Leveraging the strong instance segmentation capabilities of
Super-Gaussians, our open-vocabulary semantic segmenta-
tion results yield more complete masks and sharper bound-
aries, as shown in Figure 3.

C. Additional Implementation Details

Decoding Neural Gaussians from MLPs. We use MLPs
to decode the latent features. As shown in Figure 8, each
MLP contains a hidden layer with a dimension of 32 lo-
cated after the input layer. However, their decoding tar-
gets are different: FI and FH decode features for each an-
chor, while FL decodes features for each Super-Gaussian.
Specifically, the MLPs FI and FH take the anchor segmen-

tation feature f s and anchor position x as inputs to predict
instance feature gi and hierarchical feature hi of k neural
Gaussians spawned per anchor point. In contrast, the MLP
FL predicts the CLIP-analogous feature ls for each Super-
Gaussian from the latent language feature f l and the center
x̂ of the Super-Gaussian.
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Figure 8. MLP structures to decode different features.

OpenGaussian Implementation. OpenGaussian [11] as-
signs language features to instance-level Gaussian Splat-
ting, enabling direct language queries on 3D point clouds.
However, this approach does not address 2D segmentation,
making it less straightforward for 2D pixel-level semantic
segmentation tasks on ScanNet. To still ensure a fair com-
parison, we first identify category-relevant 3D Gaussians
by iterating over all text prompts to predict language fea-
ture maps for open-vocabulary semantic segmentation. For
each instance-level Gaussian cluster, we determine the cor-
responding text prompt ID and store these IDs in a label
map, which is then used to generate the final semantic seg-
mentation. By following this approach, occlusions at the
instance-level Gaussian are not explicitly handled, leading
to the occlusion artifacts observed in Figure 4.



mean figurines teatime ramen waldo kitchen
Ablation mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc mIoU mAcc

s = 250 25.75 39.42 22.70 35.71 35.93 50.85 15.44 21.13 28.92 50.00
s = 500 34.05 50.03 27.44 48.21 57.42 77.97 20.42 23.94 30.93 50.00
s = 1000 35.94 52.02 43.68 60.71 55.31 77.97 18.07 23.94 26.71 45.45
s = 2000 27.61 40.60 27.64 46.43 47.58 62.71 12.46 16.90 22.76 36.36

k = 3 35.94 52.02 43.68 60.71 55.31 77.97 18.07 23.94 26.71 45.45
k = 5 33.70 46.76 21.59 35.71 68.75 84.75 16.96 21.13 27.48 45.45
k = 10 33.81 46.88 43.56 62.50 41.56 55.93 21.82 28.17 28.31 40.91

Table 4. Additional ablation studies on the LERF-OVS dataset [7] about the parameter choice for Super-Gaussian Attributes Updater. We
use s = 1000 Super-Gaussians and k = 3 fr k-nearest neighbor in our implementation by default.

D. Additional Ablation Studies

In Section 4, we perform ablation studies to evaluate the ne-
cessity of Super-Gaussians and analyze the performance of
the instance feature field and hierarchical feature field. In
this section, we further investigate the necessity of our pro-
posed Super-Gaussian attributes updater and measure the
impact of its individual components.

Super-Gaussian Generation Approaches. Given a pre-
trained scene, our objective is to group anchor into mean-
ingful Super-Gaussians using their coordinates, segmenta-
tion features, and geometric properties. We explore two al-
ternative generation approaches. First, we evaluate a simple
KMeans clustering algorithm by concatenating the afore-
mentioned attributes and clustering them into k = 1000
Super-Gaussians. Second, we experiment with a traditional
supervoxel generation approach. In this method, we map
the anchors to a point cloud, using the concatenated fea-
tures as normals. We then apply the Voxel Cloud Con-
nectivity Segmentation (VCCS) algorithm [43] to compute
the Super-Gaussians. Finally, we compare these two non-
learning-based approaches with our learning-based method
for the Anchor-to-Super-Gaussian association.

We observed that KMeans fails to prevent the overlap
of resulting Super-Gaussians across instances. Meanwhile,
VCCS [43], originally designed for dense point clouds,
struggles with the sparse structure of Gaussians. Its region-
growing mechanism incorrectly clusters a large number of
anchors together, which hinders the learning of the language
feature field. The results in Table 5 show that our method
is better suited for grouping Gaussians, achieving superior
performance

Super-Gaussian Attributes Updater. As introduced in
Section A, we employ three MLPs Fϕ, Fφ and Fψ , to cap-
ture the coordinate, segmentation, and geometric relation-
ships between anchors and their K-nearest neighbors. To
evaluate the contributions of these MLPs, we conduct an ab-
lation study. Notably, in experiments where none of these

MLPs are used, we directly concatenate the differences of
the attributes as input to Fsg for predicting the association
matrix. The results presented in Table 6 demonstrate that
each MLP contributes to improving the Super-Gaussian as-
signments. The MLP Fφ, which accounts for the segmenta-
tion feature differences between the anchor and the Super-
Gaussian, has the most significant impact. Notably, using
only Fφ yields a relatively high mIoU, emphasizing its ef-
fectiveness in aligning semantic features. However, our full
setup that integrates the Fϕ and Fψ for coordinate and ge-
ometric feature information further enhances mAcc. This
suggests that incorporating additional spatial and geometric
context refines the Super-Gaussian assignments, leading to
more precise understanding of the scene.

Parameters in Super-Gaussian Attributes Updater. We
conduct ablation studies on the parameters involved in
generating Super-Gaussians using the Super-Gaussian At-
tributes Updater. One crucial parameter is the total number
of Super-Gaussians predefined. Too few Super-Gaussians
fail to distinguish all instances, causing a single Super-
Gaussian to span multiple instances, which undermines se-
mantic accuracy. Conversely, too many Super-Gaussians
may introduce additional noise. Another parameter is the
number of neighboring Super-Gaussians k considered for
each anchor when computing the association matrix be-
tween anchors and Super-Gaussians.

As shown in Table 4, these two parameters are highly
scene-specific, with the optimal number of Super-Gaussians
s and neighbors k varying across different scenes. Notably,
for fair comparisons, we use the same parameter values,
s = 1000 and k = 3, for all scenes. This parameter choice
achieves optimal performance on average.

E. Limitation
Despite the advancements achieved by our method, certain
limitations remain. First, our approach inherits biases from
the original visual foundation models, which constrains per-
formance to a local maximum and may limit the general-
ization of results to diverse or unseen scenarios. Second,



Method mIoU ↑ mAcc. ↑
Kmeans 53.77 67.80

VCCS[43] 0.45 0.00
Ours 55.31 77.97

Table 5. Super-Gaussian generation approaches ablation study on
the teatime scene of LERF-OVS.

w/ Fϕ w/ Fφ w/ Fψ mIoU ↑ mAcc. ↑
32.41 40.68

✓ 48.29 67.80
✓ 58.07 75.66

✓ 37.12 62.71
✓ ✓ ✓ 55.31 77.97

Table 6. Super-Gaussian Attributes Updater and components ab-
lation study on the teatime scene of LERF-OVS.

our method is tailored for scene-specific language represen-
tation, requiring significant modeling time for each scene.
This limits its applicability in tasks that demand rapid adap-
tation or broad generalization, such as in-the-wild scene
understanding. Future work could focus on mitigating in-
herited biases and optimizing training pipelines to enhance
scalability and generalization.

References
[1] Bernhard Kerbl, Georgios Kopanas, Thomas Leimkühler,

and George Drettakis. 3d gaussian splatting for real-time
radiance field rendering. ACM Transactions on Graphics,
42(4):139–1, 2023. 1, 2, 4

[2] Ben Mildenhall, Pratul P Srinivasan, Matthew Tancik,
Jonathan T Barron, Ravi Ramamoorthi, and Ren Ng. NeRF:
Representing scenes as neural radiance fields for view syn-
thesis. In Proceedings of the European Conference on Com-
puter Vision, pages 405–421, 2020. 1, 2

[3] Zehao Yu, Torsten Sattler, and Andreas Geiger. Gaussian
opacity fields: Efficient and compact surface reconstruc-
tion in unbounded scenes. arXiv preprint arXiv:2404.10772,
2024. 1, 2

[4] Pinxuan Dai, Jiamin Xu, Wenxiang Xie, Xinguo Liu,
Huamin Wang, and Weiwei Xu. High-quality surface recon-
struction using gaussian surfels. In ACM SIGGRAPH 2024
Conference Papers, pages 1–11, 2024.
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